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#### Abstract

We investigate the repulsion of random walks (RWs) and self-avoiding walks (sAws) induced by (a) excluding a single lattice point or (b) excluding all points on a half-line from $-\infty$ to the origin. For saws, we use exact enumeration and Monte Carlo methods to study the asymptotic behaviour of the dispiacement away from the excluded set on three-, four- and five-dimensional hypercubic lattices. When the saw begins one lattice site away from an excluded point along the $x$ direction, the mean displacement after $N$ steps, $\left\langle x_{N}\right\rangle$ approaches a finite limit, at a power-law rate, as $N \rightarrow \infty$. However, the distribution of projected displacements exhibits a residual asymmetry in the asymptotic limit, reflective of a long-range influence of the excluded point. This general pattern of behaviour also occurs for a purely random walk. For a SAw which starts one lattice spacing away from the axis of the excluded half-line, enumeration data suggest that the mean displacement along the axis diverges as $N^{\nu}$, with $\nu=\frac{3}{4}$ in two dimensions, but as $N^{2}$, with $z \approx 0.35$, in three dimensions. This unexpected behaviour appears to be corroborated by constant-fugacity Monte Carlo data. However, for the corresponding Rw model, both the solution to the diffusion equation and a heuristic argument indicate that $\left\langle x_{N}\right\rangle$ diverges as $N^{1 / 2}$ in two dimensions, and as $N^{1 / 2} / \ln N$ in three dimensions. Large values of $N$ are needed before indications of this asymptotic behaviour are seen numerically. Similar crossover effects may be masking the asymptotic behaviour in the SAW problem.


## 1. Introduction

In this paper, we investigate the repulsion of random walks (Rws) and self-avoiding walks (SAws) from a single excluded point, and from an excluded half-line (figure 1). That is, the random walk is absorbed if it touches the excluded set, and we study the statistical properties of the untrapped walkers. This work is motivated by previous studies which have shown that for Rws or saws in two dimensions, the mean displacement away from an excluded point, $\left\langle x_{N}\right\rangle$, increases logarithmically in the number of steps, $N[1,2]$. These intriguing results lead us to undertake a more comprehensive investigation of the repulsion phenomenon, both as a function of the spatial dimension $d$, and as a function of the spatial extent of the excluded set.

For random walks originating one lattice spacing away from an excluded point, Weiss [1] used generating function methods to calculate the mean longitudinal displacement after $N$ steps, $\left\langle x_{N}\right\rangle$. It was found that $\left\langle x_{N}\right\rangle \sim N^{1 / 2}$ for spatial dimension $d=1$, $\left\langle x_{N}\right\rangle \sim \ln N$ for $d=2$, while in higher dimensions, $\left\langle x_{N}\right\rangle$ asymptotically saturates at a finite value. This pattern of behaviour as a function of $d$ stems from the transition between transience and recurrence of random walks [3-5]. For $d \leqslant 2$, a random walker


Figure 1. A random or self-avoiding walk in the presence of (a) an excluded point and (b) an excluded half-line. The average endpoint displacement and higher moments along the $x$ axis are measured.
is certain to visit any lattice site, so that if a particular site is excluded, the walks which do not touch this site must necessarily be repelled by it. On the other hand for $d>2$, the probability of eventually hitting any site is less than unity, so that the exclusion of one site does not lead to long-range repulsion.

For saws, the excluded site constraint is equivalent to fixing the direction of the first step, and the latter formulation is also known as the 'persistence' problem [2, 6, 7]. From this viewpoint, a basic question is how the initial directional bias is 'remembered' by the walk. For saws in two dimensions, it appears that $\left\langle x_{N}\right\rangle \sim \ln N$, while the higher odd moments, $\left\langle x_{N}^{2 k+1}\right\rangle$, scale as $N^{2 k \nu} \ln N$. This behaviour arises from a distribution of projected displacements whose antisymmetric component is of the form [2]: $A(x) \sim$ $N^{-2 \nu} \ln N \exp \left(-b x / N^{\nu}\right)$.

In this work, we find that for saw in the presence of an excluded point the repulsion weakens as the spatial dimension increases, as might be expected intuitively. Enumeration data indicate that $\left\langle x_{N}\right\rangle$ approaches a finite dimension-dependent 'presistence length', $\lambda$, as $N \rightarrow \infty$, and that $\left\langle x_{N}^{2 k+1}\right\rangle$ scales as $N^{2 k \nu}$. Such a pattern of behaviour could arise by shifting the unperturbed saw displacement distribution by the finite value of the persistence length. However, this trivial construction does not account for the divergence of the higher odd cumulants of the displacement distribution as $N \rightarrow \infty$-behaviour which is indicative of a distribution whose approach to symmetry about $\lambda$ is anomalously slow.

More interesting behaviour occurs when the repulsion effect is stronger, as embodied by the excluded needle problem. For a walk which begins one lattice spacing away along the axis of the needle, the higher moments of the endpoint distribution, projected along the needle axis, $\left\langle x_{N}^{2 k+1}\right\rangle$, appear to diverge as $N^{(2 k+1) \nu}$ in $d=2$, where $\nu=\frac{3}{4}$ is the correlation length exponent of two-dimensional saws. Thus the walk is repelled from the needle at the same rate at which the distribution spreads out. In $d=3$, our enumeration data suggests that $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{2 k \nu+z}$ for $k \geqslant 0$, with $z \simeq 0.35$. This unusual behaviour in which an apparent new exponent appears is also supported by constantfugacity Monte Carlo simulations. This approach indicates that the antisymmetric component of the distribution of endpoint displacements, projected along the needle axis, is quite accurately fitted by the exponential form $A(x) \sim \bar{N}^{z-2 \nu} \exp \left[-b x / \bar{N}^{\nu}\right]$,
where $\bar{N}$ is the average value of the number of steps in the walk at a fixed value of the fugacity per step, and $b$ is a constant.

The potential existence of a new exponent leads us to study the corresponding problem of a Rw in the presence of an excluded needle, both analytically and numerically. For the excluded needle, we give a heuristic argument which suggests that $\left\langle x_{N}\right\rangle$ diverges as $N^{1 / 2}$ in $d=2$, and as $N^{1 / 2} / \ln N$ in $d=3$. For the more general case of a diffusing particle exterior to an excluded wedge (cone for $d=3$ ) of arbitrary opening angle $\theta_{0}$, the solution to the corresponding diffusion equation shows that the survival probability depends on $\theta_{0}$, but that that $\left\langle x_{N}\right\rangle \sim A\left(\theta_{0}\right) N^{1 / 2}$. The amplitude $A\left(\theta_{0}\right)$ is a smooth, non-singular function of $\theta_{0}$ in two dimensions, but in three dimensions $A\left(\theta_{0}\right)$ vanishes logarithmically in $\theta_{0}$ in the excluded needle limit. This asymptotic behaviour is not manifested in the numerical data until relatively large $N(N \simeq 25$ and $N \geqslant 100$, respectively, for $d=2$ and 3 ). This slow crossover casts doubt on the aforementioned SAW results, which are based on relatively short series.

We first outline some new features of our enumeration method in § 2, and present data and analysis for saws in the presence of an excluded point and an excluded needle in $\S \S 3$ and 4 . We also describe and analyse Monte Carlo simulations which support the enumeration results for three-dimensional saws in the presence of an excluded needle. In $\S 5$, we present analytical results for the persistence of random walks with no immediate returns allowed, and for random walks in the presence of an excluded point and excluded needle. These results are compared with the behaviours found in the corresponding SAW problem. We summarise in $\S 6$ and discuss our numerical results for saws in light of the slow approach to asymptotic behaviour found for RW models.

## 2. Enumeration data and analysis

We have enumerated saws in the presence of an excluded point, and in the presence of an excluded line on hypercubic lattices for $d=2-5$. We used a standard enumeration program [8, 9], augmented by two time-saving modifications, which we briefly outline, as they may be of general interest. First, as the spatial dimension increases, it becomes relatively more advantageous to classify saws according to symmetry to a larger number of steps. For example, when the first step of the walk is fixed, then on the simple cubic lattice, there are five two-step saws, only two of which are topologically distinct. At three and four steps, there are, respectively, 6 and 22 topologically distinct SAWs out of 25 and 121 possible walks. Thus by enumerating only those saws built from the 22 distinct four-step bases, one needs to enumerate only $\frac{2}{11}=0 . \overline{18}$ of all possible saw. In four and five dimensions, this four-step classification leads to a savings factor of $\frac{23}{337} \simeq 0.068$, and $\frac{23}{721} \simeq 0.032$, respectively, compared with a program with no symmetry classification. This symmetry classification leads to an enumeration time for saws of fixed number of steps which increases relatively slowly with the spatial dimension. In principle, it is possible to enumerate 13 - or 14 -step SAws in arbitrary dimension with little additional resources beyond those used for the lower-dimensional enumerations.

With this improvement, however, memory requirements now become a significant limiting factor, as our check for a self-intersection in an $N$-step sAw is based on storing a hypercube of linear dimension $2 N$. This requirement can be reduced by shifting the origin of each saw so that the fifth step of the walk (which is the starting point of the enumeration in a four-step classification scheme) begins at the centre of the hypercube. By this device, a hypercube of linear dimension $2(N-4)$ needs to be stored for

Table 1. Enumeration data for the first three odd moments of the distribution of endpoint displacements along the $x$ axis, for SAWs on hypercubic lattices, when the walk starts at the origin with an excluded site at $x=-1$.

| Three dimensions |  |  |  |
| ---: | :--- | :--- | :--- |
| $N$ | $\left\langle x_{N}\right\rangle$ | $\left\langle x_{N}^{3}\right\rangle$ | $\left\langle x_{N}^{5}\right\rangle$ |
| 1 | $0.20000 d+00$ | $0.20000 d+00$ | $0.20000 d+00$ |
| 2 | $0.24000 d+00$ | $0.48000 d+00$ | $0.14400 d+01$ |
| 3 | $0.28926 d+00$ | $0.88430 d+00$ | $0.42562 d+01$ |
| 4 | $0.29881 d+00$ | $0.13379 d+01$ | $0.91613 d+01$ |
| 5 | $0.32364 d+00$ | $0.18720 d+01$ | $0.16786 d+02$ |
| 6 | $0.32805 d+00$ | $0.24313 d+01$ | $0.27369 d+02$ |
| 7 | $0.34239 d+00$ | $0.30512 d+01$ | $0.41586 d+02$ |
| 8 | $0.34502 d+00$ | $0.36851 d+01$ | $0.59450 d+02$ |
| 9 | $0.35438 d+00$ | $0.43679 d+01$ | $0.81701 d+02$ |
| 10 | $0.35623 d+00$ | $0.50598 d+01$ | $0.10817 d+03$ |
| 11 | $0.36285 d+00$ | $0.57926 d+01$ | $0.13968 d+03$ |
| 12 | $0.36423 d+00$ | $0.65315 d+01$ | $0.17589 d+03$ |
| 13 | $0.36919 d+00$ | $0.73057 d+01$ | $0.21771 d+03$ |
| 14 | $0.37028 d+00$ | $0.80842 d+01$ | $0.26467 d+03$ |
| 15 | $0.37412 d+00$ | $0.88937 d+01$ | $0.31774 d+03$ |
| 16 | $0.37501 d+00$ | $0.97062 d+01$ | $0.37635 d+03$ |
| 17 | $0.37809 d+00$ | $0.10547 d+02$ | $0.44152 d+03$ |

Four dimensions

|  |  |  |  |
| ---: | :--- | :--- | :--- |
| 1 | $0.14286 d+00$ | $0.14286 d+00$ | $0.14286 d+00$ |
| 2 | $0.16327 d+00$ | $0.28571 d+00$ | $0.77551 d+00$ |
| 3 | $0.18694 d+00$ | $0.47181 d+00$ | $0.19674 d+01$ |
| 4 | $0.19027 d+00$ | $0.66552 d+00$ | $0.38063 d+01$ |
| 5 | $0.20000 d+00$ | $0.88021 d+00$ | $0.63869 d+01$ |
| 6 | $0.20120 d+00$ | $0.10976 d+01$ | $0.97364 d+01$ |
| 7 | $0.20648 d+00$ | $0.13284 d+01$ | $0.13944 d+02$ |
| 8 | $0.20713 d+00$ | $0.15603 d+01$ | $0.19002 d+02$ |
| 9 | $0.21036 d+00$ | $0.18017 d+01$ | $0.24998 d+02$ |
| 10 | $0.21077 d+00$ | $0.20437 d+01$ | $0.31903 d+02$ |
| 11 | $0.21293 d+00$ | $0.22928 d+01$ | $0.39805 d+02$ |
| 12 | $0.21322 d+00$ | $0.25422 d+01$ | $0.48661 d+02$ |
| 13 | $0.21475 d+00$ | $0.27972 d+01$ | $0.58561 d+02$ |
| 14 | $0.21496 d+00$ | $0.30525 d+01$ | $0.69452 d+02$ |

Five dimensions

|  | $0.11111 d+00$ | $0.11111 d+00$ | $0.11111 d+00$ |
| ---: | :--- | :--- | :--- |
| 1 | $0.11235 d+00$ | $0.19753 d+00$ | $0.49383 d+00$ |
| 2 | $0.11373 d+00$ | $0.30374 d+00$ | $0.11359 d+01$ |
| 4 | $0.11388 d+00$ | $0.40965 d+00$ | $0.20532 d+01$ |
| 5 | $0.11436 d+00$ | $0.52357 d+00$ | $0.32660 d+01$ |
| 6 | $0.11440 d+00$ | $0.63719 d+00$ | $0.47779 d+01$ |
| 7 | $0.11463 d+00$ | $0.75515 d+00$ | $0.66074 d+01$ |
| 8 | $0.11465 d+00$ | $0.87287 d+00$ | $0.87511 d+01$ |
| 9 | $0.11479 d+00$ | $0.99334 d+00$ | $0.11226 d+02$ |
| 10 | $0.11480 d+00$ | $0.11136 d+01$ | $0.14025 d+02$ |
| 11 | $0.11488 d+00$ | $0.12358 d+01$ | $0.17164 d+02$ |
| 12 | $0.11489 d+00$ | $0.13578 d+01$ | $0.20634 d+02$ |
| 13 | $0.11495 d+00$ | $0.14813 d+01$ | $0.24451 d+02$ |

Table 2. Enumeration data for the first three odd moments of the distribution of endpoint displacements along the $x$ axis, for saws on the square, simple cubic and hypercubic lattices, when the half-line from $-\infty$ to the origin is excluded, and the walker starts from the origin.

|  | Two dimensions |  |  |
| :--- | :--- | :--- | :--- |
| $N$ | $\left\langle x_{N}\right\rangle$ | $\left\langle x_{N}^{3}\right\rangle$ | $\left\langle x_{N}^{5}\right\rangle$ |
| 1 | $0.33333 d+00$ | $0.33333 d+00$ | $0.33333 d+00$ |
| 2 | $0.44444 d+00$ | $0.11111 d+01$ | $0.37778 d+01$ |
| 3 | $0.60000 d+00$ | $0.25200 d+01$ | $0.15000 d+02$ |
| 4 | $0.72464 d+00$ | $0.47246 d+01$ | $0.41594 d+02$ |
| 5 | $0.84127 d+00$ | $0.76984 d+01$ | $0.94174 d+02$ |
| 6 | $0.94369 d+00$ | $0.11464 d+02$ | $0.18450 d+03$ |
| 7 | $0.10502 d+01$ | $0.16087 d+02$ | $0.32690 d+03$ |
| 8 | $0.11489 d+01$ | $0.21600 d+02$ | $0.53741 d+03$ |
| 9 | $0.12472 d+01$ | $0.28017 d+02$ | $0.83402 d+03$ |
| 10 | $0.13404 d+01$ | $0.35367 d+02$ | $0.12364 d+04$ |
| 11 | $0.14329 d+01$ | $0.43663 d+02$ | $0.17656 d+04$ |
| 12 | $0.15225 d+01$ | $0.52947 d+02$ | $0.24451 d+04$ |
| 13 | $0.16108 d+01$ | $0.63211 d+02$ | $0.32985 d+04$ |
| 14 | $0.16970 d+01$ | $0.74505 d+02$ | $0.43533 d+04$ |
| 15 | $0.17819 d+01$ | $0.86812 d+02$ | $0.56354 d+04$ |
| 16 | $0.18653 d+01$ | $0.10019 d+03$ | $0.71761 d+04$ |
| 17 | $0.19475 d+01$ | $0.11461 d+03$ | $0.90032 d+04$ |
| 18 | $0.20285 d+01$ | $0.13013 d+03$ | $0.11152 d+05$ |
| 19 | $0.21084 d+01$ | $0.14672 d+03$ | $0.13652 d+05$ |
| 20 | $0.21872 d+01$ | $0.16444 d+03$ | $0.16544 d+05$ |
| 21 | $0.22651 d+01$ | $0.18326 d+03$ | $0.19857 d+05$ |
| 22 | $0.23421 d+01$ | $0.20325 d+03$ | $0.23636 d+05$ |
| 23 | $0.24181 d+01$ | $0.22435 d+03$ | $0.27913 d+05$ |
| 24 | $0.24935 d+01$ | $0.24664 d+03$ | $0.32735 d+05$ |

Three dimensions

|  |  |  |  |
| ---: | :--- | :--- | :--- |
| 1 | $0.20000 d+00$ | $0.20000 d+00$ | $0.20000 d+00$ |
| 2 | $0.24000 d+00$ | $0.48000 d+00$ | $0.14400 d+01$ |
| 3 | $0.28926 d+00$ | $0.88430 d+00$ | $0.42562 d+01$ |
| 4 | $0.31453 d+00$ | $0.14017 d+01$ | $0.94427 d+01$ |
| 5 | $0.34309 d+00$ | $0.19968 d+01$ | $0.17736 d+02$ |
| 6 | $0.36536 d+00$ | $0.26818 d+01$ | $0.29715 d+02$ |
| 7 | $0.38730 d+00$ | $0.34413 d+01$ | $0.46157 d+02$ |
| 8 | $0.40551 d+00$ | $0.42710 d+01$ | $0.67641 d+02$ |
| 9 | $0.42357 d+00$ | $0.51648 d+01$ | $0.94783 d+02$ |
| 10 | $0.43934 d+00$ | $0.61215 d+01$ | $0.12818 d+03$ |
| 11 | $0.45490 d+00$ | $0.71357 d+01$ | $0.16839 d+03$ |
| 12 | $0.46895 d+00$ | $0.82072 d+01$ | $0.21601 d+03$ |
| 13 | $0.48275 d+00$ | $0.93315 d+01$ | $0.27154 d+03$ |
| 14 | $0.49546 d+00$ | $0.10509 d+02$ | $0.33557 d+03$ |
| 15 | $0.50793 d+00$ | $0.11735 d+02$ | $0.40857 d+03$ |
| 16 | $0.51956 d+00$ | $0.13010 d+02$ | $0.49111 d+03$ |
| 17 | $0.53100 d+00$ | $0.14331 d+02$ | $0.58364 d+03$ |

Four dimensions

| 1 | $0.14286 d+00$ | $0.14286 d+00$ | $0.14286 d+00$ |
| :--- | :--- | :--- | :--- |
| 2 | $0.16327 d+00$ | $0.28571 d+00$ | $0.77551 d+00$ |

Table 2. (continued)

| Four dimensions |  |  |  |
| :---: | :---: | :---: | :---: |
| $N$ | $\left\langle x_{N}\right.$ ) | $\left\langle x^{3}\right.$ ) | $\left\langle x_{N}^{5}\right\rangle$ |
| 3 | $0.18694 d+00$ | $0.47181 d+00$ | $0.19674 d+01$ |
| 4 | $0.19594 d+00$ | $0.68796 d+00$ | $0.38990 d+01$ |
| 5 | $0.20659 d+00$ | $0.91812 d+00$ | $0.66483 d+01$ |
| 6 | $0.21311 d+00$ | $0.11671 d+01$ | $0.10287 d+02$ |
| 7 | $0.21999 d+00$ | $0.14271 d+01$ | $0.14917 d+02$ |
| 8 | $0.22510 d+00$ | $0.16997 d+01$ | $0.20576 d+02$ |
| 9 | $0.23024 d+00$ | $0.19815 d+01$ | $0.27339 d+02$ |
| 10 | $0.23434 d+00$ | $0.22725 d+01$ | $0.35246 d+02$ |
| 11 | $0.23842 d+00$ | $0.25712 d+01$ | 0.443 47d +02 |
| 12 | $0.24182 d+00$ | $0.28772 d+01$ | $0.54679 d+02$ |
| 13 | $0.24520 d+00$ | $0.31896 d+01$ | $0.66284 d+02$ |
| Five dimensions |  |  |  |
| 1 | $0.11111 d+00$ | $0.11111 d+00$ | $0.11111 d+00$ |
| 2 | $0.12345 d+00$ | $0.19753 d+00$ | $0.49383 d+00$ |
| 3 | $0.13731 d+00$ | $0.30374 d+00$ | $0.11359 d+01$ |
| 4 | $0.14150 d+00$ | $0.42013 d+00$ | $0.20957 d+01$ |
| 5 | $0.14657 d+00$ | $0.53969 d+00$ | $0.33698 d+01$ |
| 6 | $0.14911 d+00$ | $0.66482 d+00$ | $0.49765 d+01$ |
| 7 | $0.15190 d+00$ | $0.79186 d+00$ | $0.69320 d+01$ |
| 8 | $0.15365 d+00$ | $0.92194 d+00$ | $0.92382 d+01$ |
| 9 | $0.15549 d+00$ | $0.10536 d+01$ | $0.11910 d+02$ |
| 10 | $0.15678 d+00$ | $0.11872 d+01$ | $0.14948 d+02$ |
| 11 | $0.15811 d+00$ | $0.13221 d+01$ | $0.18362 d+02$ |
| 12 | $0.15911 d+00$ | $0.14583 d+01$ | $0.22154 d+02$ |
| 13 | $0.16013 d+00$ | $0.15955 d+01$ | $0.26330 d+02$ |

performing the self-intersection check. A further saving of memory is possible by storing a hyperdiamond rather than a hypercube, thereby eliminating inaccessible corners, but we did not pursue this option.

A second noteworthy point is that most of the time in the enumeration is spent in constructing the last step in the walk; this is especially true in higher dimensions. Thus improvements in the efficiency of this small portion of the code will reap significant savings in computer time. Our approach is based on 'unrolling' the last (or last two) do-loops implicit in the enumeration algorithm. It is then possible to count the number of $N$-step (or ( $N-1$ )-step) saws with arithmetic statements only, rather than using the conditional statements that the algorithm normally employs to build each step of a SAW. By this technique, the computer time needed to enumerate $N$-step walks is, in general, only marginally longer than the time needed to enumerate ( $N-1$ )-step walks, when the unrolling device is not employed.

With an excluded point, we obtained the distribution of endpoint displacements, projected along the direction of the first step, $P_{N}(x)$, for $N \leqslant 17,14$ and 13 , for $d=3$, 4 and 5, respectively. These enumerations required approximately $12.5,16$ and 19.5 hours of CPU time on an IBM 3090 computer. Similarly, for the excluded needle problem, we obtained the distribution of endpoint displacements, projected along the needle axis, for $N \leqslant 24,17,13$ and 13 steps for $d=2,3,4$ and 5 , respectively. The first three odd moments of these two distributions are given in tables 1 and 2.

## 3. saws in the presence of an excluded point

The data of table 1 illustrate that the first moments of the displacement distribution grow very slowly with $N$, while the higher odd moments increase at a much faster rate. Using a variety of analysis methods, $\left\langle x_{N}\right\rangle$ can be well fitted by the form

$$
\begin{equation*}
\left\langle x_{N}\right\rangle=\lambda\left(1-A N^{-\Delta}\right) \tag{1}
\end{equation*}
$$

where $\lambda$ and $A$ are lattice- and dimension-dependent constants, and where we expect that $\Delta$ will depend only on the spatial dimension (table 3). Our result for the first moment in three dimensions is in agreement with earlier work by Grassberger [6].

In contrast, the higher odd moments appear to follow the power-law form

$$
\begin{equation*}
\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{2 k \nu} . \tag{2}
\end{equation*}
$$

This qualitatively parallels the behaviour found for two-dimensional SAw, except for the absence of logarithmic factors. To test the validity of (2), we studied the ratios

$$
\begin{equation*}
r_{N}(k) \equiv \frac{\left\langle x_{N}^{2 k+1}\right\rangle}{\left\langle x_{N}^{2}\right\rangle^{2}} \tag{3}
\end{equation*}
$$

According to (2), the numerator has the same asymptotic behaviour as the denominator, and $r_{N}(k)$ should approach a constant as $N \rightarrow \infty$. As a function of $N$, we find that $r_{N}(k)$ is a weakly increasing sequence, whose rate of increase slows for larger values of $N$. Series analysis indicates that this rate of growth is slower than a power law in $N$, and on this basis, it appears that $\left\langle x_{N}^{2 k+1}\right\rangle \sim\left\langle x_{N}^{2}\right\rangle^{k} \sim N^{2 k \nu}$, asymptotically, with no logarithmic factors present, as in the two-dimensional case, although appreciable non-asymptotic corrections do exist.

Table 3. Estimates of the values of $A$ and $\Delta$ for saws with an excluded point, and the persistence lengths, $\lambda$, for SAWs, for random walks with no immediate returns (RWNR), and for random walks with an excluded point (RWEP).

|  |  |  | $\lambda$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $d$ | $A$ | $\Delta$ | SAW | RWNR | RWEP |
| 3 | $0.29 \pm 0.04$ | $0.76 \pm 0.06$ | $0.42 \pm 0.01$ | $\frac{1}{4}$ | $0.516 \ldots$ |
| 4 | $0.15 \pm 0.03$ | $1.05 \pm 0.10$ | $0.22 \pm 0.01$ | $\frac{1}{6}$ | 0.25 |
| 5 | $0.11 \pm 0.03$ | $1.50 \pm 0.10$ | $0.15 \pm 0.01$ | $\frac{1}{8}$ | 0.15 |

This pattern of behaviour for the moments could arise by shifting the unperturbed saw endpoint displacement distribution by the persistence length. To test for this trivial possibility, we investigate the symmetry of the displacement distribution about the persistence length by studying the higher cumulants

$$
\begin{equation*}
\kappa_{N}(k) \equiv\left\langle\left(x_{N}-\left\langle x_{N}\right\rangle\right)^{k}\right\rangle \tag{4}
\end{equation*}
$$

which would all vanish if the distribution were symmetric about $\left\langle x_{N}\right\rangle$. The data for $\kappa_{N}(k)$ suggest that they all diverge to $-\infty$ as $N \rightarrow \infty$, except in five dimensions, where $\kappa_{N}(k) \rightarrow+\infty$ for $k \geqslant 5$. The absence of perfect symmetry in the distribution in the asymptotic limit is indicative of vestiges of the initial bias in the walk. However, this divergence of the cumulants is sufficiently slow that the skewness of the distribution, $S=\kappa_{N}(3) / \kappa_{N}(2)^{3 / 2}$, still vanishes as $N \rightarrow \infty$. Thus the distribution asymptotically becomes symmetric, but only at a relatively slow rate.

## 4. saws in the presence of an excluded needle

The primary qualitative difference between the data for the excluded needle and excluded point geometries is that the first moment in the excluded needle problem increases more rapidly, and at a rate that is consistent with a power-law divergence. In two dimensions, straightforward analysis of the data indicates that $\left\langle x_{N}\right\rangle \sim N^{\nu}$, where $\nu=\frac{3}{4}$, and more generally, $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{(2 k+1) \nu}$. Thus the repulsion induced by the needle gives rise to a mean displacement which is as rapid as the spread of the probability distribution of an unperturbed saw itself. In three dimensions, the situation is considerably more interesting (figure 2). Our Neville-table analysis indicates that $\left\langle x_{N}\right\rangle \sim N^{z}$, with $z \simeq 0.35$, while the higher odd moments appear to scale as $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{2+2 k \nu}$. Thus it appears that a new exponent, $z$, in addition to the correlation exponent $\nu$, is needed to account for all the moments of the displacement distribution.


Figure 2. Enumeration results for saws in the presence of an excluded needle. Shown are the finite- $N$ estimates for the exponents describing the divergence of the odd moments of the displacement distribution, plotted against $1 / N$. The arrows show the estimates for the asymptotic values of the exponents based on Neville-table analysis.

To corroborate this unusual behaviour, we have also performed constant-fugacity Monte Carlo simulations for three-dimensional excluded needle geometry. The con-stant-fugacity method generates an unbiased ensemble of saws, in which each step of the walk has a fugacity per step, $p$, so that each $N$-step saw has a relative weight of $p^{N}$. The average number of steps in the ensemble of walks, $\bar{N}(p)$, varies as $\left(p-p_{\mathrm{c}}\right)^{-1}$, with $p_{c}=1 / \mu \approx 0.2135$ [7]. We simulated extensively for $p$ in the range $0.13-0.206$, corresponding to $\bar{N}(p) \leqslant 32$. This simulation method is of sufficient accuracy that it can be used to effectively augment the enumeration data.

We measured the fugacity-dependent distribution of endpoint displacements, $P(x, p)$, projected along the axis of the needle. This distribution can be decomposed into a symmetric $S(x, p)=\frac{1}{2}[P(x, p)+P(-x, p)]$, and an antisymmetric component, $A(x, p)=\frac{1}{2}[P(x, p)-P(-x, p)]$, respectively, with the behaviour of the odd moments of the distribution being governed solely by $A(x, p)$. Figure 3 suggests that $A(x, p)$ is a pure exponential function

$$
\begin{equation*}
A(x, p)=A(p) \mathrm{e}^{-a(p) x} \tag{5}
\end{equation*}
$$



Figure 3. A semilogarithmic plot of the antisymmetric component of the displacement distribution at fugacity $p=0.206$, corresponding to $\bar{N} \approx 32$.

This exponential behaviour was found previously in the case of 2 D saws with the direction of the first step fixed [2], but with different scaling dependences of $A(p)$ and $a(p)$. By linear regression analysis, we find that $a(p) \sim \bar{N}^{-\nu}$, and $A(p) \sim \bar{N}^{2-2 \nu}$ with $\nu$ the correlation length exponent, and $z \simeq 0.35$. Thus our analysis suggest that $A(x, p)$ has the form

$$
\begin{equation*}
A(x, p) \sim \bar{N}^{z-2 \nu} \exp \left(-b x / \bar{N}^{\nu}\right) \tag{6}
\end{equation*}
$$

where $b$ is a constant.
These results for three-dimensional saws in the presence of an excluded needle are quite puzzling as there does not appear to be a physical mechanism that gives rise to a second independent length, in addition to the correlation length. We therefore turn to an analytical study of corresponding Rw models in order to gain further insights. This study will suggest that the saw results arise from a relatively slow crossover effect, so that there is no new exponent in the problem.

## 5. Analytical study of persistence in random walks

In order to have $\left\langle x_{N}\right\rangle \sim \mathcal{O}(1)$ and $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{2 k \nu}$, one can take a pure random walk, with the direction of the first step fixed along $+x$. Since each step of the walk is independent, the distribution of projected displacements is a symmetric Gaussian which is centred at $x=1$. Consequently, $\left\langle x_{N}\right\rangle \equiv 1$, and $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{2 k \nu}$, with $\nu=\frac{1}{2}$. However, this trivial construction does not reproduce the observed asymmetry of the distribution about the persistence length for saws. More interesting behaviour is provided by the models of a random walk with no immediate returns allowed, and by
a random walk in the presence of an excluded point and an excluded line. In the first case, the mechanism for the persistence of the initial directional bias is local in character, as fixing the first step leads to a short-term memory effect. For the latter two models, the repulsion of the respective excluded sets is long-range in nature, and the resulting behaviour is useful in interpreting our results for the corresponding saw models.

### 5.1. Random walk with no immediate reversals

For a random walk which is prohibited from immediately reversing direction at each step [10], we can compute the moments of the displacement distribution exactly. For this purpose, we only need to classify walks according to the number of steps in the $+x$ and $-x$ direction, and the number of steps in the remaining $2(d-1)$ transverse directions. Assigning fugacities $r, l$ and $t$, respectively, for these three cases, then the statistical weight for all $(N+1)$-step walks, with the first step fixed in the $+x$ direction, is given by the matrix product

$$
\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right) \mathrm{T}^{N}\left(\begin{array}{l}
r  \tag{7}\\
0 \\
0
\end{array}\right)
$$

where $\mathbf{T}$ is the matrix

$$
\left(\begin{array}{ccc}
r & 0 & r  \tag{8}\\
0 & l & l \\
q t & q t & (q-1) t
\end{array}\right)
$$

and $q=2(d-1)$. The generating function for all walks with the first step in the $+x$ direction is

$$
\left.\begin{array}{rl}
G(r, l, t) & =\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right)\left(\mathbf{I}+\mathbf{T}+\mathbf{T}^{2}+\ldots\right.
\end{array}\right)\left(\begin{array}{l}
r \\
0  \tag{9}\\
0
\end{array}\right), ~(q\{(1-l)[1-(q-1) t]+q t(1-l)\},
$$

The generating function for the $k$ th moment of the difference between the number of steps in the $+x$ and $-x$ directions,

$$
\begin{equation*}
\mathcal{N}_{k}(z)=\left.\left(r \frac{\partial}{\partial r}-l \frac{\partial}{\partial l}\right)^{k} G(r, l, t)\right|_{r=l=t=z} \tag{10}
\end{equation*}
$$

yields the moments of the displacement distribution via

$$
\begin{equation*}
\left\langle x_{N}^{k}\right\rangle=\frac{N \text { th term in the expansion of } \mathcal{N}_{k}(z)}{N \text { th term in the expansion of } G(z)} \tag{11}
\end{equation*}
$$

The terms in the series for $\left\langle x_{N}^{k}\right\rangle$ can be evaluated by direct power-series expansion of the generating functions, or by using contour integral techniques. For the first moment, we obtain

$$
\begin{equation*}
\left\langle x_{N}\right\rangle=\frac{1}{q}\left[1-\left(\frac{1}{1+q}\right)^{N}\right] \tag{12}
\end{equation*}
$$

so that the persistence length $\lambda=1 / q$, is approached exponentially in $N$. The value of $\lambda$ compares fairly well with the corresponding estimates for the saw model, and the agreement improves as $d$ is increased (table 3). However, the exponential form of the correction terms indicates that the memory of the initial step is lost considerably faster than in the saw model.

Similar calculations yield $\left\langle x_{N}^{2 k+1}\right\rangle \sim A(k, d) N^{k}$, with $A(k, d)$ depending on $k$ and $d$, while the higher cumulants approach dimension-dependent constants as $N \rightarrow \infty$. This leads to the skewness of the distribution approaching zero as $N^{-3 / 2}$, which is faster than the rate at which the skewness vanishes for the corresponding saw model. Thus the random walk with no immediate returns accounts for the asymptotic behaviour of the moments in the corresponding saw problem, but not for the rate at which this asymptotic behaviour is attained. We attribute this discrepancy to the short-range nature of the correlations for this type of random walk.

### 5.2. Random walk with an excluded point

For rws which start one lattice spacing from an excluded point, the moments of the displacement distribution can be calculated by the generating function formalism [1,3-5]. Following Weiss [1], we study the behaviour of $U_{N}(\boldsymbol{r})$, the probability that a random walk is at $r$ after $N$ steps, when the lattice has a 'sticky' site at $\boldsymbol{s}$. This probability distribution obeys the recursion relations

$$
\begin{align*}
& U_{N+1}(\boldsymbol{r})=\sum_{l} U_{N}(\boldsymbol{l}) p(\boldsymbol{r}-\boldsymbol{l})-U_{N}(\boldsymbol{s}) p(\boldsymbol{r}-\boldsymbol{s})  \tag{13}\\
& U_{N+1}(\boldsymbol{s})=\sum_{l} U_{N}(\boldsymbol{l}) p(\boldsymbol{s}-\boldsymbol{l})+U_{N}(\boldsymbol{s}) \tag{14}
\end{align*}
$$

The second equality expresses the fact that if the walker reaches $s$ it 'sticks' there permanently. In terms of the generating function

$$
\begin{equation*}
U(\theta, z)=\sum_{N=0}^{\infty} \sum_{\boldsymbol{r}} U_{N}(\boldsymbol{r}) z^{N} \mathrm{e}^{\mathrm{i} \boldsymbol{r} \cdot \theta} \tag{15}
\end{equation*}
$$

the above recursion relations lead to

$$
\begin{equation*}
U(\theta, z)=\frac{1}{1-z \lambda(\theta)}+\frac{F(s, z)}{(1-z)}\left(1-\frac{(1-z)}{(1-z \lambda(\theta))}\right) \mathrm{e}^{\mathrm{i} s \cdot \theta} \tag{16}
\end{equation*}
$$

where $\lambda(\theta)$ is the structure function for the walk, and $F(s, z)$ is the generating function for the first passage probability, $F_{N}(s)$, that the walk reaches $\boldsymbol{s}$ for the first time on step $N$.

The disiribution of the subset of walks that remain untrapped at step $N, U_{N}^{\prime}(\boldsymbol{r})$, is simply given by

$$
\begin{equation*}
U_{N}^{\prime}(\boldsymbol{r})=U_{N}(\boldsymbol{r})-U_{N}(\boldsymbol{s}) \delta_{r, s} \tag{17}
\end{equation*}
$$

i.e. the probability of being at $s$ is subtracted from the probability distribution. The corresponding generating function can be written as [1]

$$
\begin{equation*}
U^{\prime}(\theta, z)=\frac{1-F(s, z) \mathrm{e}^{i s \cdot \theta}}{1-z \lambda(\theta)} \tag{18}
\end{equation*}
$$

For an excluded point located at $s=(-1,0,0, \ldots)$, and with the random walk starting
at the origin, the moments of the displacement in the $x$ direction can be obtained from,

$$
\begin{equation*}
\left\langle x_{N}^{k}\right\rangle=\frac{N \text { th term in the expression of }\left.\left(-\mathrm{i} \partial / \partial \theta_{x}\right)^{k} U^{\prime}(\theta, z)\right|_{\theta=0}}{N \text { th term in the expansion of } U^{\prime}(0, z)} . \tag{19}
\end{equation*}
$$

From the asymptotic forms of $F(s, z)$, given by Lindenberg et al [11], we find that the mean displacement converges to a finite dimension-dependent value as $N \rightarrow \infty$ :

$$
\begin{equation*}
\lambda=\frac{f_{s d}}{1-f_{s d}} \tag{20}
\end{equation*}
$$

where $f_{s d}$ is the probability of ever reaching the point $s$ in $d$ dimensions. In three dimensions $f_{s d}$ has been evaluated for several values of $s$ [3], and the corresponding value of $\lambda$ is given in table 3, along with approximate values in four and five dimensions. These persistence lengths agree quite closely with the corresponding values found in the saw model, even in three dimensions, where excluded-volume effects are still relevant. Furthermore, the series for $\left\langle x_{N}\right\rangle$ approach their respective asymptotic values at a power-law rate, the higher odd moments scale as $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{k}$, and the cumulants exhibit a pattern of behaviour which is similar to that of saws. Thus we conclude that the behaviour of sAws and rws in the presence of an excluded point is quite close.

### 5.3. Random walk with an excluded line

We now turn to the problem of a random walk in the presence of an excluded needle to compare with the results of the corresponding saw model. We first compute the survival probability and the mean displacement from the solution to the diffusion equation with appropriate boundary conditions [12-14], and then provide heuristic arguments that lead to the same results.

In two dimensions, the diffusion equation is

$$
\begin{equation*}
\frac{1}{D} \frac{\partial P}{\partial t}=\frac{\partial^{2} P}{\partial r^{2}}+\frac{1}{r} \frac{\partial P}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} P}{\partial \theta^{2}} \tag{21}
\end{equation*}
$$

where $P=P(r, \theta, t)$ is the probability that a diffusing particle is at $(r, \theta, t)$, and $D$ is the diffusion coefficient. We are interested in solving this equation subject to absorbing boundary.conditions on the half-line $x<0, y=0$. This boundary condition accounts for the exclusion of the random walkers from the half-line. More generally, consider a wedge geometry (figure 4) of opening angle $\theta_{0}$, which extends from $\theta=-\theta_{0} / 2$ to


Figure 4. A random walk moving within an absorbing cone of opening angle $\theta_{0}$.
$\theta=\theta_{0} / 2$, with the boundary condition

$$
\begin{equation*}
P(r, \theta, t)=0 \quad \text { for } \quad \theta= \pm \theta_{0} / 2 \tag{22}
\end{equation*}
$$

The excluded needle problem is the limiting case $\theta_{0}=2 \pi$. Without loss of generality, we choose the initial condition

$$
\begin{equation*}
P(r, \theta, 0)=\delta\left(r-r^{\prime}\right) \delta(\theta) \tag{23}
\end{equation*}
$$

To solve (21), we perform a Fourier transform on the variable $\theta$ in the finite range $|\theta| \leqslant \theta_{0} / 2$, leading to

$$
\begin{equation*}
\frac{1}{D} \frac{\partial \bar{P}}{\partial t}=\frac{\partial^{2} \bar{P}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \bar{P}}{\partial r}-\frac{\nu^{2}}{r^{2}} \bar{P} \tag{24}
\end{equation*}
$$

where $\bar{P}$ is the Fourier-transformed function, $\nu=(1+2 n) \pi / \theta_{0}$, and $n$ is a positive integer. Next we eliminate the radial variable, by introducing the Hankel transform [12],

$$
\begin{equation*}
H_{\nu}[v(r)]=\int_{0}^{\infty} r J_{\nu}(\sigma r) v(r) \mathrm{d} r \tag{25}
\end{equation*}
$$

and the corresponding inverse transform

$$
\begin{equation*}
v(r)=\int_{0}^{\infty} \sigma J_{\nu}(\sigma r) H_{\nu} \mathrm{d} \sigma \tag{26}
\end{equation*}
$$

Here $J_{\nu}(x)$ is the Bessel function of order $\nu$. This transform has the property that

$$
\begin{equation*}
H_{\nu}\left(\frac{\partial^{2} v}{\partial r^{2}}+\frac{1}{r} \frac{\partial v}{\partial r}-\frac{\nu^{2}}{r^{2}} v\right)=-\sigma^{2} H_{\nu}(v) . \tag{27}
\end{equation*}
$$

The resulting first-order ordinary differential equation in time can then be solved straightforwardly, and the final solution is then obtained by inverse transforms. This procedure yields

$$
\begin{equation*}
P(r, \theta, t)=\left(\frac{r^{\prime}}{\theta_{0} D t}\right) \exp \left(\frac{-\left(r^{2}+r^{\prime 2}\right)}{4 D t}\right) \sum_{\nu} \cos (\nu \theta) I_{\nu}\left(\frac{r r^{\prime}}{2 D t}\right) \tag{28}
\end{equation*}
$$

where $I_{\nu}(z)$ is the modified Bessel function. For asymptotic behaviour, we consider only the lowest-order Bessel function in the limit of small argument. We find for $r \gg r^{\prime}$,

$$
\begin{equation*}
P(r, \theta, t) \sim \frac{1}{t}\left(\frac{r}{t}\right)^{\pi / \theta_{\mathrm{C}}} \exp \left(-\frac{r^{2}}{4 D t}\right) \cos \left(\frac{\pi \theta}{\theta_{0}}\right) \tag{29}
\end{equation*}
$$

from which the survival probability, $S(t)$, and all the moments of the displacement along the wedge axis can be obtained. Integrating the above probability distribution over the accessible spatial region, gives $S(t) \sim t^{-\pi / 2 \theta_{0}}$. (This result can also be obtained by image methods when $\pi / \theta_{0}$ is an integer.) Thus for $\theta_{0}=2 \pi$, i.e. the excluded needle problem, $S(t)$ vanishes as $t^{-1 / 4}$. More interestingly, the mean displacement varies as $\langle x(t)\rangle \sim A\left(\theta_{0}\right) t^{1 / 2}$, with $A\left(\theta_{0}\right)$ a smooth non-singular function of $\theta_{0}$. Thus the exponent in the time dependence of $\langle x(t)\rangle$ is independent of the opening angle of the wedge.

In three dimensions, the solution to the analogous excluded cone geometry, with the same initial and boundary conditions as in the two-dimensional problem, is given by Carslaw and Jaeger [12] in terms of a sum over the non-integral Legendre functions

$$
\begin{equation*}
P(r, \theta, t)=C \sum_{\nu} \exp \left(-\frac{\left(r^{2}+r^{\prime 2}\right)}{4 D t}\right)(2 \nu+1) I_{\nu}\left(\frac{r r^{\prime}}{2 D t}\right) P_{\nu}(\mu) \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
C=-\left(\frac{1}{4 \pi t\left(r r^{\prime}\right)^{1 / 2}}\right)\left[\left(1-\mu_{0}^{2}\right)\left(\frac{\partial}{\partial \mu_{0}} P_{\nu}\left(\mu_{0}\right)\right)\left(\frac{\partial}{\partial \nu} P_{\nu}\left(\mu_{0}\right)\right)\right]^{-1} \tag{31}
\end{equation*}
$$

with $\mu=\cos \theta$ and $\mu_{0}=\cos \left(\theta_{0} / 2\right)$. The summation is carried out over the non-integral set of $\nu$ values for which $P_{\nu}\left(\mu_{0}\right)=0$, thus satisfying the boundary conditions. Owing to a logarithmic divergence of $P_{\nu}\left(\mu_{0}\right)$ as $\mu_{0} \rightarrow-1$, we first consider $\theta_{0}$ close to $2 \pi$, and then examine the limiting behaviour as $\mu_{0} \rightarrow-1$.

From (30), the survival probability is
$S(t) \sim \frac{1}{t} \int_{0}^{\infty} \mathrm{d} r r^{3 / 2} \exp \left(-\frac{\left(r^{2}+r^{\prime 2}\right)}{4 D t}\right) I_{\nu_{0}+1 / 2}(z) \int_{0}^{\theta_{0} / 2} P_{\nu_{0}}(\mu) \sin \theta \mathrm{d} \theta$.
where we have retained only the asymptotically dominant term with the lowest index of the Bessel function, $\nu_{0}$, and $z=r r^{\prime} / 2 D t$. As in the two-dimensional case, the Bessel function can be approximated as $I_{\nu_{0}+1 / 2}(z) \sim z^{\nu_{0}+1 / 2}$ as $z \rightarrow 0$, and the integral over the radial variable yields a factor of $t^{-\nu_{0} / 2}$.

To perform the angular integral, note that for $\theta_{0}$ close to $2 \pi$, the zeros of the Legendre function are very nearly integral, taking on values $\nu_{s}=s+\varepsilon_{s}$, where $s=$ $0,1,2, \ldots[15]$. The lowest zero has the value

$$
\begin{equation*}
\nu_{0}=\left[\ln \left(\frac{2}{1+\mu_{0}}\right)\right]^{-1} \tag{33}
\end{equation*}
$$

while the corresponding lowest-order Legendre function has the approximate form $[15,16]$

$$
\begin{equation*}
P_{\varepsilon_{0}}(\mu) \simeq 1+\frac{\varepsilon_{0} \ln (\mu+1)}{2} \tag{34}
\end{equation*}
$$

That is, this function is nearly constant, except for a small conical region about the needle. Thus the integral over the angular variable approaches the value 2 as $\mu_{0} \rightarrow-1$, and we conclude that the survival probability in three dimensions scales as $t^{-\nu_{0} / 2}$, with $\nu_{0} \rightarrow 0$ as $\theta_{0} \rightarrow 2 \pi$.

The mean displacement can be calculated similarly, and we find $\langle x(t)\rangle \sim A\left(\theta_{0}\right) t^{1 / 2}$. However, in contrast with the two-dimensional case, $A\left(\theta_{0}\right) \sim\left[\ln \left(1+\mu_{0}\right)\right]^{-1} \rightarrow 0$ as $\mu_{0} \rightarrow-1$. This singularity in the amplitude can be viewed as modifying the leading asymptotic behaviour of $\langle x(t)\rangle$ in the following sense. For a discrete random walk, the minimal lateral distance to the needle is one lattice spacing, and it therefore has an 'effective' opening angle which vanishes no faster than $N^{-1 / 2}$, where $N$ is the number of steps in the walk. Employing this effective opening angle in the amplitude function $A\left(\theta_{0}\right)$, we find that it vanishes as $1 /(\ln N)$. Thus this line of reasoning suggests that for a discrete random walk, $\left\langle x_{N}\right\rangle \sim N^{1 / 2} / \ln N$.

We now provide a qualitative argument which reproduces the results obtained from the solution to the diffusion equation. Our argument for the behaviour of the first
moment is based on the fact that if the excluded set is viewed as being 'sticky' rather than absorbing, then the mean displacement of all walks, both trapped and untrapped, is zero [1]. That is

$$
\begin{equation*}
p_{\mathrm{tr}}(N)\left\langle x_{\mathrm{tr}}(N)\right\rangle+p_{\mathrm{un}}(N)\left\langle x_{\mathrm{un}}(N)\right\rangle=0 \tag{35}
\end{equation*}
$$

or

$$
\begin{equation*}
\left\langle x_{\mathrm{un}}(N)\right\rangle=-\frac{p_{\mathrm{ur}}(N)\left\langle x_{\mathrm{tr}}(N)\right\rangle}{p_{\mathrm{un}}(N)} \tag{36}
\end{equation*}
$$

where $p_{\mathrm{tr}}(N)$ and $p_{\mathrm{un}}(N)$ are the probabilities of being trapped and untrapped, respectively, by the $N$ th step, and $\langle x(N)\rangle$ are the corresponding displacements of the trapped and untrapped walks.

To compute these quantities, we appeal to a physical picture in which the random walk motion parallel and perpendicular to the needle are treated separately (figure 5). We first exploit this construction to compute the time dependence of the trapping probability. In two dimensions, when $x<0$, then the motion in the $y$ direction is that of a one-dimensional random walk with a trapping point at $y=0$. This would yield a survival probability after $n$ steps which decays as $n^{-1 / 2}$. However, when $x>0$, there is no trapping. The time intervals over which the walk is in the regions $x>0$, and $x<0$ grow as $n^{1 / 2}$. Accordingly, a plot of the survival probability on a double logarithmic scale would exhibit an alternating sequence of inclined intervals of slope $-\frac{1}{2}$, when $x<0$, and intervals of slope 0 , when $x>0$. On a logarithmic scale, these intervals have approximately the same length. This implies that the survival probability, $p_{\text {un }}(n)$, decays as $n^{-1 / 4}$ (figure 6). In three dimensions, this same argument leads to $p_{\text {un }}(n)$ decaying at the same rate as that of a random walk with an excluded point in two dimensions, i.e. as $1 / \ln n$, except that the amplitudes in the two problems are different.

We now use these results for the survival probability to compute the mean displacement of the untrapped walks. In two dimensions, $p_{\text {un }}(n)$ decaying as $n^{-1 / 4}$ implies that $p_{\mathrm{tr}}(n)$, the probability of being trapped by the $n$th step, approaches unity as


Figure 5. Schematic illustration of the decomposition of random walk motion into components parallel and perpendicular to the axis of the needle. Perpendicular to the axis, the motion is that of a $(d-1)$-dimensional random walk with an excluded point at the origin, when $x<0$.


Figure 6. A double logarithmic plot of the expected behaviour of the survival probability for a two-dimensional random walk in the presence of an excluded needle. The average slope of the composite behaviour is $-1 / 4$.
$1-n^{-1 / 4}$. Thus the probability of being trapped at the $n$th step, $q(n)=\partial p_{\mathrm{tr}}(n) / \partial n \sim$ $n^{-5 / 4}$. Consequently,

$$
\begin{align*}
-\left\langle x_{\mathrm{tr}}(N)\right\rangle= & \sum_{n}^{N}(\text { probability of hitting line at step } n) \times(\text { displacement at step } n) \\
& \sim \sum_{n} n^{-5 / 4} n^{1 / 2} \sim N^{1 / 4} . \tag{37}
\end{align*}
$$

This leads to

$$
\begin{equation*}
\left\langle x_{\mathrm{un}}(N)\right\rangle \simeq\left(1-N^{-1 / 4}\right) N^{1 / 4} N^{1 / 4} \sim N^{1 / 2} . \tag{38}
\end{equation*}
$$

Similarly, in three dimensions, $p_{\mathrm{un}}(n)$ decaying as $1 / \ln n$ implies that $p_{\mathrm{tr}}(n) \sim$ $1-1 / \ln n$, leading to $q(n) \sim 1 /\left(n(\ln n)^{2}\right)$. This then yields

$$
\begin{equation*}
\left\langle x_{\mathrm{tr}}(N)\right)=\sum_{n}^{N} \frac{1}{n(\ln n)^{2}} n^{1 / 2} \sim \frac{N^{1 / 2}}{(\ln N)^{2}} . \tag{39}
\end{equation*}
$$

Finally, for $\left\langle x_{\mathrm{un}}(N)\right\rangle$, we obtain

$$
\begin{equation*}
\left\langle x_{\mathrm{un}}(N)\right\rangle \simeq \frac{N^{1 / 2}}{\ln N} \tag{40}
\end{equation*}
$$

It is very instructive to compare these asymptotic results with numerical data based on computing the exact probability distribution and mean displacement for a random walk in the presence of the excluded line. From these data, we calculate the finite- $N$ approximants, $\nu_{N}$, which describe the divergence of $\left\langle x_{N}\right\rangle$, by taking the slope of the line that joins $\left\langle x_{N}\right\rangle$ and $\left\langle x_{N+2}\right\rangle$ on a double logarithmic scale. Upon plotting the $\nu_{N}$ against $1 / N$, it appears that the $\nu_{N}$ extrapolate to a value of approximately 0.55 for $N \leqslant 25$, and it is only for larger values of $N$ that an unambiguous crossover to the asymptotic value of $\nu_{N \rightarrow \infty}=\frac{1}{2}$ is seen (figure 7(a)). In three dimensions, the values of $\nu_{N}$ appear to extrapolate to a value close to 0.365 for $N \leqslant 100$ when plotted against $1 / N$. However, at the largest values of $N$, there is a small upward curvature to the data, which is indicative of a logarithmic correction (figure $7(b)$ ). In fact, for the sequence $y_{N}=N^{1 / 2} / \ln N$, the $\nu_{N} \sim \frac{1}{2}-(1 / \ln N)+\ldots$, and a plot of $\nu_{N}$ against $1 / N$ would very slowly approach the asymptotic value of $\frac{1}{2}$ with an infinite slope. This behaviour closely mirrors what is observed in the rw data. Thus in both the two- and three-dimensional problems there is a very slow crossover to the asymptotic behaviour.


Figure 7. A plot of the exponent $\nu_{N}$ against $1 / N$ for random walks in the presence of an excluded needle in ( $a$ ) two dimensions and (b) three dimensions.

## 6. Discussion

In summary, we have studied the repulsion effects of excluding either a single point, or a half-line, on the asymptotic behaviour of the distribution of endpoint displacements of random and self-avoiding walks, as a function of the spatial dimension. In three and higher dimensions, the repulsion effect due to excluding a single lattice point is relatively weak. The first moment of the displacement converges to a finite value at a power-law rate, while the higher odd moments, $\left\langle x_{N}^{2 k+1}\right\rangle$ scale as $N^{2 k \nu}$.

The disappearance of the repulsion effect arising from an excluded site in three and higher dimensions motivated us to consider the general question of what is the minimal initial bias necessary to give rise to long-range repulsion, i.e. a diverging first moment, for random and/or self-avoiding walks as a function of the spatial dimension. To begin to address this general question, we investigated the repulsion effect of an excluded half-line, or needle. For saws in the presence of this excluded set, exact enumeration data indicate that $\left\langle x_{N}\right\rangle \sim N^{\nu}$, and that $\left\langle x_{N}^{2 k+1}\right\rangle \sim N^{(2 k+1) \nu}$, in two dimensions. However, in three dimensions, the available numerical data suggest that $\left\langle x_{N}^{2 k+1}\right\rangle$ diverges $N^{z+2 k \nu}$, where a new exponent, $z \simeq 0.35$, is apparently needed to characterise the distribution of endpoint displacements.

In order to help interpret this puzzling result, we also investigated the repulsion of random walks to the presence of an excluded needle and, more generally, the repulsion of random walks within an absorbing cone of opening angle $\theta_{0}$, for which the excluded needle problem obtains in the limit $\theta_{0} \rightarrow 2 \pi$. The solution to the diffusion equation for this geometry indicates that the mean axial displacement away from the tip of the cone increases as $t^{1 / 2}$, independent of $\theta_{0}$, even though the survival probability depends on the spatial dimension, and on $\theta_{0}$. In three dimensions, however, the amplitude of $\langle x(t)\rangle$ vanishes as $\theta_{0} \rightarrow 2 \pi$, and the continuum approach does not easily yield the form of $\langle x(t)\rangle$ in the excluded needle limit. However, for this case heuristic arguments suggest that $\left\langle x_{N}\right\rangle \sim N^{1 / 2} / \ln N$ for discrete random walks.

The corresponding numerical data for $\left\langle x_{N}\right\rangle$ are consistent with these theoretical predictions. However, indications of asymptotic behaviour are not evident until relatively large values of $N$. This slow crossover possibly stems from the relatively large spatial region that the random walk must explore before the extent of the excluded
set is ascertained. This crossover may also be the source of our unusual results for saws in three dimensions. Indeed, within a mean-field approximation, the number of contacts of an $N$-step saw with a semi-infinite line is finite as $N \rightarrow \infty$. This would suggest that $\left\langle x_{N}\right\rangle$ should also reach a finite limit as $N \rightarrow \infty$. This argument may be too crude, however, as the number of contacts of an $N$-step random walk with a semi-infinite line diverges as $\ln N$, and this small degree of repulsion appears to give rise to $\left\langle x_{N}\right\rangle$ diverging as $N^{1 / 2} / \ln N$. Owing to this sensitivity of displacement on the degree of repulsion, we cannot definitively exclude the possibility that $\left\langle x_{N}\right\rangle$ diverges for threedimensional saws in the presence of an excluded needle.

Our results also raise the general question of the nature of the repulsion of a walk which starts at the tip of a $d^{\prime}$-dimensional half-hyperplane embedded in a $d$ dimensional space. A natural expectation is that this general phenomenon would be characterised only by the codimension, $d-d^{\prime}$, of the excluded set with respect to the embedding space. The extent to which this expectation does not hold in our studies suggests that the mechanism underlying the repulsion for half-hyperplane perturbations deserves further study. It may also prove to be fruitful to investigate the repulsion due to excluded sets of finite extent. For example, the excluded point and the excluded needle problem can be regarded as the extreme limits of an excluded finite-length needle problem in which the needle length goes to 0 or $\infty$, respectively. New insights into the general nature of the repulsion may be gained by investigating the crossover effects in this more general model.
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